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Figure 1:This figure illustrates how SyntHia supports users in managing, interpreting, and synthesizing feedback for writing
revisions. SyntHia decomposes large collections of feedback into interactive, configurable bubbles (A.1), allowing users to
adjust visual encodings, such as clustering, color, size, and reflection arcs, to identify patterns and assess feedback helpfulness
(A.2 & A.3). Bidirectional highlighting connects feedback to its original context (B.1), similar feedback units (B.2), and the
relevant sentences in the text (B.3), helping users understand its meaning, relevance, and impact. Finally, SyntHia facilitates
revision by enabling users to synthesize feedback into new drafts (C.1) and track revision versions (C.2), providing a non-linear,
traceable interface for exploring alternative edits.

Abstract
While recent advances in HCI and generative AI have improved au-
thors’ access to feedback on their work, the abundance of critiques
can overwhelm writers and obscure actionable insights. We intro-
duce Synthia, a system that visually scaffolds feedback-basedwrit-
ing revision with LLM-powered synthesis. Synthia helps authors
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strategize their revisions by breaking down large feedback collec-
tions into interactive visual bubbles that can be clustered, colored,
and resized to reveal patterns and highlight valuable suggestions.
Bidirectional highlighting links each feedback unit to its original
context and relevant parts of the text. Writers can selectively com-
bine feedback units to generate alternative drafts, enabling rapid,
parallel exploration of revision possibilities.These interactions sup-
port feedback curation, interpretation, and experimentation through-
out the revision process. A within-subjects study (𝑁 = 12) showed
that Synthia helped participants identify more helpful feedback,
explore more diverse revisions, and revise with greater intention-
ality and transparency than a GPT-4-based writing interface.
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1 Introduction
Revision is essential for high-qualitywriting. It often involves gath-
ering and synthesizing feedback from diverse audiences into iter-
ative improvements [3, 42, 72]. Over the past decade, advances in
Human-Computer Interaction (HCI) have enabled writers to easily
obtain feedback from instructors, peers, online communities [25,
65], crowdsourcing platforms [51, 77], and generative AI [4].These
tools enhance feedback availability, scaling it to dozens—or even
hundreds—of free-form textual responses.

However, easy access to feedback can be a double-edged sword.
Feedback from diverse audiences may contain contradictions, fo-
cus on different topics, and vary widely in structure. This makes
it hard to find emerging patterns, reconcile conflicting ideas, and
prioritize revisions [79]. For example, when an argumentative es-
say is critiqued, a reviewer might point out the need for stronger
evidence, suggest clarifying the thesis statement, and recommend
addressing potential counterarguments—all within the same tex-
tual comment. With additional reviewers, the volume of critiques
can expand, covering elements such as claims, warrants, evidence,
and rebuttals. More reviewers also creates more viewpoint diver-
sity, expanding the complexity of potential changes.

To act upon feedback effectively, writers must distill lengthy re-
sponses into actionable insights, prioritize high-value suggestions,
pinpoint problematic areas, and revise their work to incorporate se-
lected insights [3, 18, 42, 72, 79]. This process is iterative and non-
linear: writers often assess how different suggestions may impact
their work, experiment with various revision strategies, and ulti-
mately determine whether and how each comment should be ad-
dressed [66]. Yet, the scalability and variability within a feed-
back set can leave writers navigating long blocks of unstructured
comments, feeling uncertain about where to begin and struggling
to prioritize, trace, or flexibly act on diverse suggestions [18, 31].

Existing tools focus primarily on revision generation, such as
suggesting alternative phrasings or enabling one-shot rewrites us-
ing language models [1, 34, 48, 57, 66]. While useful, such tools of-
ten flatten feedback into summaries, obscure underlying reasoning,
or assume a linear revision path. Few systems support this kind of
exploratory feedback use or help writers interpret, organize, and
experiment with suggestions in ways that preserve agency and en-
able transparent, strategic decision-making.

In this paper, we introduce Synthia, a system designed to sup-
port sensemaking in feedback-drivenwriting revision. Grounded
in established best practices for feedback-based revision, Synthia
advances prior work through three key innovations:

(1) it offers configurable visual encodings of feedback (i.e., bub-
bles) that preserve the granularity of individual suggestions,
enabling writers to surface patterns, assess helpfulness, and
prioritize critiques based on evolving goals;

(2) it introduces bidirectional links between feedback, source
text, and revisions, allowing writers to trace the context, rel-
evance, and impact of specific comments; and

(3) it supports non-linear revision through branching paths and
iterative exploration, encouraging experimentation rather
than one-shot rewriting.

To validate our design, we conducted awithin-subjects user study
(𝑁 = 12) comparing Synthia with a baseline writing interface fea-
turing a GPT-4-based chat assistant and version tracking. Our find-
ings revealed that participants using Synthia identifiedmore justi-
fied and actionable feedback comments, developed more strategic
and exploratory revision paths, and reported greater ownership
and transparency in their process.These findings highlight how in-
novations in Synthia can support writers in making sense of feed-
back and iteratively improving their work.We concludewith impli-
cations for designing revision tools that scaffold not just rewriting,
but the interpretation, navigation, and application of feedback in
all its complexity.

2 Related Work
2.1 Interactive Feedback Tools
HCI researchers have developed a range of tools to assist creators
in efficiently collecting high-quality feedback at scale [4, 10, 24, 39,
51, 76, 81]. As people from diverse backgrounds and areas of exper-
tise may prioritize issues differently, reviewers can offer varying,
sometimes contradictory, opinions on the same content [28]. This
complexity of feedback makes its effectiveness dependent on recip-
ients’ ability to interpret, learn, and act on it [3, 18, 19, 42, 72, 79].

First, prioritizing feedback requires creators to assess its help-
fulness. Guo et al. [25] highlight that feedback’s sentiment, action-
ability, justification, and specificity correlate with recipients’ will-
ingness to invest effort in improving their artifacts. However, ex-
isting feedback tools often emphasize surface-level attributes such
as topic and sentiment, leaving other informative qualities implicit.
We aim to encode these deeper attributes into visualizations to help
users better discern the value of each comment.

Second, navigating large volumes of feedback is challenging. To
support this, HCI researchers have developed tools that help users
interpret and organize feedback [11, 31, 51, 76, 79]. For example,
Decipher [11, 79] shows topic distributions across providers in tab-
ular format. OpinionSpace [16] maps community feedback into a
2D space, using color to indicate sentiment and point size to reflect
community endorsement. While these visualizations help surface
patterns, they are predefined by tool designers. In contrast, we aim
to give writers control over how feedback is visualized—allowing
them to choose which attributes to include based on their goals.

Finally, identifying areas for revision and mapping feedback to
corresponding text segments is essential for action planning, but
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[DG3] Support Iterative, Exploratory Revision Workflows 
with Rapid and Reversible AI Prototyping

[DG2] Establish Transparent and Contextual Mappings 
Between Feedback, Sources, and Text

[DG1] Facilitate Structured yet Flexible Feedback 
Categorization and Prioritization

[S1] Decomposing [S2] Categorizing [S3] Prioritizing [S4] Mapping [S5] Revising

Figure 2: Feedback-based writing revision process with three design goals for SyntHia. We identified five core practices from
the literature [18, 19, 40, 43, 66, 79] and associate them with three specific design goals for SyntHia (described in §3).

is cognitively demanding [18]. Most textual feedback lacks clear
indications of which parts of the writing need attention. Writers
must also weigh their available time and expertise when approach-
ing revisions. While existing tools surface feedback patterns, they
often lack support for helping users gauge the scope and location
of necessary changes based on selected comments. Our tool ad-
dresses this gap by highlighting potential revision areas, helping
users better assess the impact of selected feedback.

Ourwork advances feedback tools by supporting the entire feed-
back cycle—from exploration and interpretation to implementa-
tion. We leverage the power of LLMs to enable rapid prototyping,
combined with interactive visual scaffolding that empowers users
to take greater control over their revision goals.

2.2 Intelligent Writing Tools
TheHCI community has a long-standing interest in designing writ-
ing tools [46]. Projects support writers across various stages, such
as brainstorming ideas [21, 59], planning outlines [85], drafting
content [9, 14, 30, 35, 41, 80], and refining text [1, 34, 48, 57, 66].

Among revision tools, commercial applications like Grammarly
and Ref-N-Write [50] focus on addressing conventions, grammar,
and stylistic improvements. Academic tools extend this by offering
fluent sentence alternatives [15, 32–34, 37, 53], often presenting
multiple options with scores to guide writers [6, 17, 20, 32, 47]. An-
other line of tools provide visual, numerical, or textual assessments
of writing quality to guide revision [54, 75]. For instance, AL [70]
visualizes argumentative sentence relationships and scores persua-
siveness, while ArgRewrite [84] tracks and assesses sentence-level
changes. In these tools, sentences represent natural textual bound-
aries, allowing clear demarcation of edits and facilitating easy track-
ing and application of changes. Building on these interfaces, we
also adopt sentences as the scope of interactive revision spans.

HCI and traditional design practices encourage parallel explo-
ration of multiple variations to help creators avoid fixation on a
single idea [23, 36]. Similarly, experienced writers approach revi-
sion as a recursive, non-linear process [66, 71] and engage with the
text in repeated cycles. Inspired by this philosophy, Reza et al. [57]
introduced ABScribe, which facilitates rapid exploration of multi-
ple writing variations through LLM-based human-AI co-writing. It
showed the potential of LLMs to quickly generate new versions of
writing pieces. While generated text may lack the fidelity required
for final drafts, imperfect AI text can help writers rapidly explore

revision possibilities [57, 80], which inspired us to have it serve as
a lens for deepening user understanding of feedback.

Prior work provides limited support for helping writers inte-
grate feedback into revisions. One exception is Impressona [4]. It
generates feedback based on writer-defined AI personas represent-
ing target readers. This approach further lowers barriers to obtain-
ing diverse critiques. However, there is still a gap between receiv-
ing and implementing feedback. To support feedback-based revi-
sion, we introduce a novel tool that visualizes and synthesizes feed-
back with LLM-generated revisions, enabling writers to critically
evaluate, experiment with, and refine their work through iterative
cycles of feedback integration.

2.3 Visual Interfaces for LLMs
In recent years, LLMs have reshaped how we acquire, process, and
interact with information. However, the linear, text-heavy nature
of traditional conversational user interfaces (CUIs) has been crit-
icized for hindering user sensemaking of LLM-generated content.
To address this issue, HCI researchers develop various visual inter-
faces to scaffold sensemaking. For example, Luminate [63] struc-
tures dimensional reasoning to help writers explore design spaces.
Sensecape [64] and Graphologue [38] use interactive mind maps
to streamline information foraging. Other work, such as text ren-
dering techniques from Gero et al. [22], supports mesoscale (10s to
100s of samples) sensemaking of LLM responses.

While these efforts focus on parsing and organizing outputs, a
critical gap remains: when dozens of feedback comments require
curation, combination, and experimentation, users lack tools to
manage this complexity. Moreover, few systems reveal relation-
ships between information sources, such as contextualizing feed-
back in relation to the essay’s content (input↔input) or how it
translates into revisions (input↔output).Without transparent tools
to expose these relationships, users struggle to exchange appropri-
ate information with LLMs and trace how inputs (feedback) influ-
ence outputs (revisions). Our work addresses this gap by designing
an interface for managing mesoscale feedback, enabling writers to
manage comments and trace implications.

2.4 Best Practices for Feedback-Based Revision
Finally, we survey literature on current best practices for feedback-
based revision so that we can inform eventual design goals for our
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Figure 3: User Interface of Synthia. The interface consists of four main components: (A) the Essay Panel, where users review
their original essays and refine their revisions; (B) the Bubble Canvas, which allows users to categorize, prioritize, and select
feedback for revision; (C) the Feedback Gallery, where users can explore detailed feedback from different providers; and (D)
the Revision Panel, which tracks multiple versions of the draft and their respective changes.

system. Prior work broadly considers: creators’ strategies and prac-
tices in managing and interpreting feedback [19, 25, 40, 43, 79]; the
role and nuances of revision within the writing process [18, 29, 66,
71]; and the latest research on writing and feedback tools [31, 46,
57, 79, 80, 85]. Drawing from this body of work, we identify five
core practices for effective feedback-based revision: decomposing,
categorizing, prioritizing, mapping, and revising (see Fig. 2).

Writers start bydecomposing [S1] lengthy responses intoman-
ageable units, identifying key critiques while fighting cognitive fa-
tigue that comes from sustained parsing efforts [18, 79]. This pre-
pares the ground for categorization [S2], where fragmented com-
ments are organized according to providers, purposes, or emotions
to develop a high-level model of issues [79].

Given time constraints and conflicting perspectives, writers can-
not address everything; they must prioritize [S3] feedback that
alignswith their rhetorical goals (e.g., strengthening claims, adding
examples) and that offers reasonable, actionable, and specific sug-
gestions [43]. However, this task is complicated by the implicit na-
ture of value judgments in feedback language, which makes it hard
for recipients to identify high-impact opportunities [73].Then, they
go deep in mapping [S4] feedback: writers synthesize scattered
yet related voices and trace critiques to textual targets [18]. This
phase bridges feedback and text, requiring writers to maintain a
mental map that links feedback to corresponding passages.

Lastly, writers engage in revision [S5] as an iterative dialogue.
Rapid prototyping of changes helps concretize abstract suggestions
and reveal hidden trade-offs between competing values [42, 66].
This final stage demands advanced writing skills to evaluate mul-
tiple potential revisions while managing the cognitive complexity
of the entire feedback cycle.

3 System Design and Implementation
We introduce Synthia, an interactive system that supports writers
in interpreting and synthesizing feedback into writing revisions
by: (1) reifying feedback as interactive, configurable bubbles, (2)
surfacing contextual, cross-information relationships, and (3) pro-
totyping in parallel with accessible, traceable drafting.

We demonstrate our systemwith respect to argumentative writ-
ing, a domain requiring writers to present and defend their per-
spective on a specific topic. To effectively convey their argument,
writers must engage in clear reasoning, consider alternative view-
points, and refine their stance into a persuasive written piece. This
process offers a valuable opportunity for feedback, as writers must
engage with other perspectives to improve their work [44, 45, 56].
While we focus on argumentation, our approach generalizes to
other writing genres involving feedback-driven revision.

The interface of Synthia consists of four main sections: Essay
Panel (Fig. 3A), Bubble Canvas (Fig. 3B), Feedback Gallery (Fig. 3C),
and Revision Panel (Fig. 3D). Below, we present each of the three
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Figure 4: Feedback units are represented as interactive, configurable bubbles in SyntHia. Users can cluster these bubbles by
type or provider (A), color them based on justification (B), sentiment (C), provider, or type (D), and resize them according
to feedback length, actionability, or specificity (E). Additionally, users can visualize the relevance of each feedback unit to a
custom query through the radian of reflection arcs on each bubble (F).

design goals (Fig. 2) alongside the corresponding core interaction
in Synthia thatwas informed by it.Then,we demonstrate its work-
flow by illustrating how an imagined user, Choi, would interact
with the system to fulfill her revision goals. Lastly, we provide a
concise overview of the system implementation.

3.1 Reifying Feedback as Interactive,
Polymorphic Bubbles [DG1]

To support decomposition [S1], categorization [S2], and prioritiza-
tion [S3] of feedback, the system should first automate the extrac-
tion of discrete feedback idea units and surface implicit attributes
(e.g., purpose, sentiment, helpfulness). To reduce cognitive load,
it should also provide visual scaffolds for filtering, grouping, and
weighting these units, while enabling dynamic switching between
different organizational models. This balance of structure and flex-
ibility will help writers navigate feedback complexity without im-
posing rigid workflows [76, 79]. This leads us to our first design
goal: [DG1] Facilitate Structured yet Flexible Feedback Categoriza-
tion and Prioritization.

To achieve this aim, our system automatically breaks uploaded
lengthy reviews into smaller, individual feedback units, each de-
fined as one ormore sentences that express a coherent critique [79].
Each unit is represented as an interactive, configurable bubble ( )
(Fig. 3B.4). Users can configure various visual encodings, such as
location, color, size, and arcs, based on the feedback unit’s categor-
ical and numerical attributes to reveal distribution patterns and
assess the helpfulness.

Synthia encodes two categorical attributes: Provider (source
of the feedback unit) and Type (writing issue addressed by the feed-
back unit), which can be used to cluster or color the feedback bub-
bles (Fig. 3B.1). For types, each feedback unit is assigned to one
of the eight writing issue categories proposed [83]: Claims / Ideas
( ), Warrant / Reasoning / Backing ( ), Evidence ( ), Rebuttal
/ Reservation ( ), Convention / Grammar / Spelling ( ), Word-
Usage / Clarity ( ), Organization ( ), and General Content ( ).

We follow prior work to code surface-level issues (e.g., grammar,
word-usage) in cold colors (e.g., blue) and content-level issues (e.g.,
claims, evidence) in warm colors (e.g., orange) [1, 84].

The system encodes five helpfulness metrics drawn from prior
work [7, 25, 43] as numerical attributes:

• Justification (binary): Whether the feedback unit is jus-
tified with explanations.

• Sentiment (sequential): Valence of the feedback unit (rang-
ing from negative to positive).

• Actionability (sequential): Number of actionable sugges-
tions provided in the feedback unit.

• Specificity (sequential): Level of detail in the feedback.
• Length (sequential): Number of words in the feedback.

With these numerical attributes, users can color bubbles by jus-
tification (i.e., as justified, as unjustified; as shown in Fig. 4B),
sentiment (i.e., gradient color from red/negative to green/positive;
as shown in Fig. 4C), or resize bubbles based on length, actionabil-
ity (Fig. 4E), or specificity to evaluate feedback helpfulness.

Moreover, to help users prioritize feedback at the content level,
the system encodes the radian of reflection arcs to represent the
relevance of each feedback unit to the user query. Users can enter
their revision goals in the search bar (Fig. 3B.2). Synthia will com-
pute the embedding similarity (ranging from 0 to 1) between the
feedback unit and the query and then highlights this similarity by
drawing a reflection arc inside the corresponding bubble (Fig. 4F).

3.2 Surfacing Contextual, Cross-Information
Connections [DG2]

For effective feedback mapping [S4], the system should surface
three core relationships: First, it should trace critiques to their spe-
cific reviewers, contextualizing comments to clarify intent (feed-
back ↔ source). Second, it should highlight similar voices from
available critiques, helping writers identify patterns (feedback ↔
feedback).Third, the system should anchor critiques to specific sec-
tions of text and track how edits respond to feedback, allowing
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Figure 5: SyntHia visualizes three key relationships through bidirectional highlighting: (A) between a feedback unit and its
original context, (B) between a feedback unit and similar feedback from other providers, and (C) between a feedback unit and
the sentences it targets or impacts. These highlights are triggered when users hover over a feedback bubble (A.1 & B.1 & C.1),
hover over a feedback card (A.2), or click on a sentence (C.2 & C.3).

writers to link feedback with corresponding text and evaluate re-
vision impact (feedback ↔ text). By making these connections ex-
plicit, the system bridges the gap between critique and actionable
revision. Our next design goal considers these mappings: [DG2]
Establish Transparent and Contextual Mappings Between Feedback,
Sources, and Text.

To accomplish this goal, Synthia visualizes three key relation-
ships via bidirectional highlighting: the feedback unit and its con-
text, the feedback unit and its similar counterparts, and the feed-
back unit and its targeting and impacted sentences.

Feedback↔Source: Each reviewer’s complete comment is initially
collapsed into a summary card in Feedback Gallery (Fig. 3C). Hov-
ering over a feedback bubble expands its source card, highlighting
the original comment within its broader context (Fig. 5A.1). Con-
versely, hovering a feedback card highlights all associated bubbles
in the canvas (Fig. 5A.2). Users can batch-select all feedback bub-
bles of this provider or exclude them for revision by clicking the
Select/Deselect All button. This bidirectional binding ensures
users never lose the contextual grounding between abstract visual
encodings (bubbles) and their textual origins.

Feedback↔Feedback: When users hover over a feedback bubble,
Synthia dynamically surfaces semantically similar critiques. The
system calculates embedding similarity between the hovered unit
and all others. This approach follows established practices in se-
mantic textual similarity, where embeddings have been shown to
effectively capture nuanced semantic relationships in text [49, 67].
Similar voices are highlighted: the hovered bubble gains a blue out-
line, while its counterparts are emphasized with thicker, darker
borders and brought to the foreground to avoid overlap (Fig. 5B.1).
Non-matching bubbles are rendered with a Gaussian blur effect to
reduce visual clutter. To curate groups, users can hold Shift and
click to select both the hovered bubble and its matches, enabling
batch operations like collective prioritization or exclusion.

Feedback↔Text: To map abstract feedback to concrete text seg-
ments, Synthia predicts the relevant sentences that need revisions

for each feedback unit.With this prediction, when users hover over
a bubble, the system highlights potentially problematic sentences
it targets (Fig. 5C.1). Similarly, holding Shift and clicking a sen-
tence reveals all associated feedback, letting users batch-select cri-
tiques for a specific sentence or exclude irrelevant ones (Fig. 5C.2).
Post-revision, edited sentences retain visual links to their original
feedback, enabling writers to audit how revisions addressed asso-
ciated critiques or introduced new issues (Fig. 5C.3).

3.3 Prototyping in Parallel with Accessible,
Traceable Drafting [DG3]

Lastly, to support revision [S5], the system should facilitate non-
linear workflows that include rapid prototyping, version compari-
son, and reversible drafting. LLM-generated revisions, though im-
perfect, can serve as scaffolding to help writers concretize feed-
back and test hypotheses. To this end, it should: (1) provide easy-to-
access AI drafting, (2) support version tracking and comparison, (3)
require explicit user approval before integrating suggestions, and
(4) enable manual adjustments via direct editing or regeneration.
Summarized as a design goal: [DG3] Support Iterative, Exploratory
Revision Workflows with Rapid and Reversible AI Prototyping.

Synthia encourages writers to rapidly prototype. Users begin
by selecting feedback bubbles which populate the Preparation Sta-
tion (Fig. 3B.5). Next, users can click the Generate button (Fig. 3B.6)
and optionally provide additional instructions in a text box. It will
prompt the system to revise the associated sentences based on
the chosen feedback. This draft serves as a concrete starting point,
allowing users to assess how critiques might reshape their text
while maintaining editorial control. If unsatisfied, users can click
the Regenerate button (Fig.3B.6) to get a new one. Alternatively,
each revised sentence is accompanied by three small action icons
(Fig. 3A.1). Users can Accept ( ) the suggestion, Edit ( ) manu-
ally to directly modify the proposal, or Regenerate ( ) to refine
via follow-up prompts (Fig. 3A.2).
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Synthia supports non-linear, iterative, and traceable experimen-
tations. Users can branch into different revision paths by apply-
ing different feedback combinations. The Revision Panel tracks all
versions, enabling side-by-side comparisons with metrics such as
word changes (Fig. 3D.1), addressed feedback count (Fig. 3D.2), re-
vised sentence count, and contributor diversity (Fig. 3D.3). Addi-
tionally, users can enable a comparison mode (Fig. 3A.2) to visual-
ize differences between a selected version and the original text.

3.4 Example Scenario
Choi, a university student, is working on an essay about whether
society should place less emphasis on technological solutions and
focus more on other values. After completing her draft, she re-
ceives feedback from her teacher, classmates, an AI writing assis-
tant, and the EssayForum1. Faced with ten detailed reviews, each
consisting of one to three paragraphs, Choi finds it overwhelming
so she uploads her essay and the collected reviews into Synthia
for assistance.

Synthia decomposes the reviews into 54 feedback bubbles. Choi
first clusters by provider to assess distribution and then switches
to a type-based view to identify overarching issues, revealing that
most critiques center on claim, reasoning, and evidence. To priori-
tize, she colors the bubbles by justification and adjusts the size en-
coding to highlight actionable feedback (Fig. 3B.1). She also enters
her revision goal, “strengthening the connection between claims and
evidence,” which prompts Synthia to highlight relevant feedback
through arc indicators (Fig. 3B.2).

Hovering over a critique about evidence on healthcare surfaces
three similar comments, helping her recognize a recurring issue.
She batch-selects these related feedback units, which then high-
lights the corresponding sentence in her essay (Fig. 5C.1). Curious
about another section on evidence, she clicks a sentence (Fig. 5C.2),
revealing linked critiques; she removes redundant ones and keeps
ones addressing evidence specificity. After finalizing units of feed-
back, Choi then clicks Generate to synthesize these comments into
a new version. To evaluate the generated revisions, she clicks a re-
vised sentence to highlight the corresponding critiques (Fig. 5C.3).
She accepts some revised sentences while manually refining others
to maintain her writing style. Dissatisfied with an overly technical
example, she iterates on alternatives (Fig. 3A.2).

To explore different revision strategies, Choi branches twomore
parallel versions: one refining reasoning by defining “technological
solutions” with renewable energy examples, and another strength-
ening evidence with low-tech public health case studies. Compar-
ing these versions in the Revision Panel, she finalizes a hybrid draft
but notices new “redundant phrasing” flags. Hovering these issued
sentences links them to word-usage feedback; she regenerates al-
ternatives and exports her essay. Through this workflow, Synthia
helps Choi efficiently prioritize, interpret, and act upon feedback,
ultimately producing a stronger argumentative essay.

3.5 Implementation Notes
The frontend of Synthia is built on Next.js, leveraging server-side
rendering to manage API calls to to Firebase for event logging and

1EssayForum.com is a non-profit online community for writers to solicit feedback on
their essays.

OpenAI for LLM access. Interactive bubble visualizations use the
force-directed layout algorithm from d3.js, featuring collision de-
tection and charge forces optimized for spatial clustering.

The helpfulness metrics for feedback (§3.1) are computed using
a series of computational linguistic pipelines proposed by Krause
et al. [7, 43]. They are implemented using the pattern.en package
and the Natural Language Toolkit in a Python Flask backend. The
text embedding for semantic similarity calculations is obtained via
the text-embedding-3-small model from OpenAI. In addition,
we prompt GPT-4o to break down feedback, classify feedback pur-
poses (§3.1), predict problematic sentences (§3.2), and draft or re-
generate revisions (§3.3), based on the prompting strategies pro-
posed by Wu et al. [74]. Prompts, few-shot examples, and sample
outputs are available in supplementary materials.

4 Technical Evaluation
To iterate our prompts and assess the validity of our LLM pipelines
prior to use by human participants, we conducted a technical evalu-
ation on Synthia’s ability to (1) accurately classify feedback units,
(2) detect relevant sentences based on feedback, and (3) generate
improved sentence revisions.

We first constructed a feedback corpus through human annota-
tion to establish ground truth. This corpus was built on six writ-
ing samples from an established argumentative essay dataset [62].
These essays, collected from EssayForum, cover diverse topics in-
cluding education, technology, and economic policy. For each writ-
ing sample, we recruited ten crowd workers from Prolific to pro-
vide feedback guided by a rubric [26]. Prior research demonstrated
that crowdsourced feedback with rubrics achieves quality, scope,
and depth comparable to expert or community critiques [77, 78, 81].
To mitigate LLM use, we followed the safeguards from the work of
Veselovsky et al. [68]: explicit instructions prohibiting LLM assis-
tance and conversion of the textual rubric into an image. Work-
ers were compensated with $4 per task. A research assistant seg-
mented the 60 feedback entries into 223 discrete feedback items,
each addressing a single issue in the target essays. We randomly
sampled 100 items for annotation and downstream evaluation.

All human evaluations were conducted by three research assis-
tants who are proficient in English. Each has years of experience in
academic writing and has completed two semesters of specialized
training in argumentative writing skills. Before beginning each
task, evaluators received further training until their inter-rater re-
liability reached a satisfactory level on trial tasks.

4.1 Performance of Feedback Classification
Two research assistants annotated the types of 100 sampled feed-
back items in the dataset (Cohen’s 𝜅 = 0.80). After resolving 13 dis-
crepancies through discussion, the final ground-truth distribution
comprised 15% Claim, 20% Warrant, 26% Evidence, 7% Rebuttal,
14% Conventions, 3% Word-usage, 12% Organization, and 3% Gen-
eral Content/Others feedback units. Our prompted LLM achieved
an overall precision of 0.90, recall of 0.84, and macro F1-score of
0.84. A closer analysis showed that although several unique or rare
units about General Content/Others (33% accuracy) were misclas-
sified, the model performed robustly in other categories: 100% in

https://essayforum.com/
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Word-usage, Evidence, and Rebuttal, 93% in Conventions, 87% in
Claim, 83% in Organization, and 75% in Warrant.

4.2 Performance of Sentence Detection
Given feedback samples and corresponding essays, the LLMpipeline
identified an average of 2.6 problematic sentences per sample. Iden-
tifying problematic sentences based on open-ended feedback is
an inherently subjective and interpretive task, with no single cor-
rect answer or established ground truth. Thus, we assessed perfor-
mance via expert ratings. Three evaluators rated the relevance of
detected sentences to the feedback on a 5-point Likert scale (1: ir-
relevant, 5: highly relevant), achieving an inter-rater reliability of
0.84. Results indicated high performance (𝑀 = 4.41, 𝑆𝐷 = 0.60).

Evaluators commented that our LLMmethod effectively scanned
the entire essay for issues, not only catching problematic sentences
in noticeable areas like the beginning paragraph but also thoroughly
reviewing the body paragraphs. However, the LLM sometimes failed
to identify all relevant sentences when the feedback was overly
specific. For instance, when feedback highlighted specific sentences
that needed revision (e.g., “revise the third sentence”), the LLM iden-
tified only the named sentence but failed to recognize additional
related sentences elsewhere in the essay.

4.3 Performance of Sentence Revision
To evaluate revision quality, we fine-tuned GPT-3.5 using Afrin
and Litman’s RevisionQuality dataset [2], which labels 940 original-
revised sentence pairs as “better” or “not better.” We divided the
dataset into training (60%), validation (20%), and test sets (20%).
The model was fine-tuned on the training and validation sets, and
finally achieved high levels of precision (0.89), recall (0.86), and a
macro F1-score (0.87) on the test set. Applying this model to our
LLM-generated revisions showed that 100% revised sentenceswere
classified as “better” than their originals.

However, since syntactic improvement does not guarantee feed-
back resolution, we further tasked two human evaluators to man-
ually verify whether the revisions addressed the targeted feedback
(Cohen’s 𝜅 = 0.78). Results revealed that 84% of revisions resolved
the feedback intent, with failures primarily occurring when feed-
back required structural or content reorganization. Evaluators fur-
ther commented that the LLM excelled at creative revision tasks
like adding evidence, strengthening warrants, or crafting rebut-
tals. For example, it may inject domain-specific examples to bolster
claims, transform vague claims into cause-effect chains, and antici-
pate counterarguments from different perspectives.These findings
suggest that our LLM pipeline can not only improve syntactic qual-
ity but also meaningfully integrate feedback to enhance argumen-
tative depth, highlighting its potential to help users quickly explore
revision ideas by synthesizing multiple feedback cues.

5 User Evaluation
To further evaluate the efficacy of Synthia, we conducted awithin-
subjects study2 where we compared the system to a carefully con-
structed baseline. We aim to address four research questions:

2The study received approval from our institution’s IRB.

RQ1 How does Synthia’s interactive feedback visualization help
writers prioritize, interpret, and act on feedback?

RQ2 How does Synthia help writers translating feedback into revi-
sions, particularly in exploring different revision pathways?

RQ3 How do writers perceive the AI support provided by Synthia
in feedback-driven revision?

RQ4 What challenges do users encounter when using Synthia in
feedback-driven revision?

5.1 Baseline
In the Baseline3 condition, we preserved the same overall UI layout
as Synthia and allowed users to save and track versions of their
drafts. The key difference was that Synthia’s interactive feedback
visualization was replaced with a conversational AI assistant pow-
ered by the same underlying LLM, consistentwith approaches used
in prior work (e.g., [57]). To enable seamless AI interaction, the
original essay text was embedded directly into the system prompt
of the assistant as context. Users could specify areas for revision
and select feedback by clicking relevant sections, removing the
need to manually copy and paste text. This approach 1) maintains
basic Synthia features (e.g., importing data, app-like appearance)
that do not relate to the contributions, thereby reducing interface
confounds, and 2) mirrors real-world practices where users have
access to general-purpose AI tools like ChatGPT. Baseline also rep-
resents a middle ground between traditional manual revision and
fully automated feedback processing and rewriting. Users had open
access to the full capacity of a general-purpose AI tool but were not
required to use it in any particular way. They could request feed-
back summaries, generate end-to-end automated revisions from all
or selected feedback, or engage the assistant with custom prompts,
supporting both partial and full automation workflows.

5.2 Participants
We recruited 12 participants (8 female, 4 male) aged 20—36 (𝑀 =
24, 𝑆𝐷 = 4.37) from a private R1 university in the United States.
The group included 2 sophomores, 2 juniors, 2 seniors, and 6 gradu-
ate students. All participants were proficient in English, and 6were
native English speakers. When asking about their argumentative
writing skills, 5 participants identified themselves as intermediate
writers (having some experience but still honing their skills), 3 as
advanced writers (with significant experience and confidence in
their abilities), and 4 as an expert writer (having extensive experi-
ence and a high level of skill). In addition, the average incoming
freshman at this institution scores in the 99th percentile nationally
on the SAT Evidence-Based Reading and Writing (EBRW) section,
and all students complete two semesters Writing & Rhetoric train-
ing in their first year. Thus, we anticipated that most, if not all,
of our participants would be proficient writers. Additionally, all
participants reported that they often used generative AI tools, es-
pecially ChatGPT, in their daily writing practice.

5.3 Task Materials
Participants received two essays from the aforementioned dataset [62].
Both essays were comparable in scope—one discussing technology
development and the other addressing mobile phones—with each
3The Baseline user interface is provided in the supplementary materials.
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Figure 6: Participants’ responses to a 7-point self-defined Likert scale questionnaire, measuring their perceived support across
various dimensions of feedback-based revision in both the Baseline condition and our system.

approximately 300 words long. Following the method outlined in
§4, we collected 10 feedback responses per essay through crowd-
sourcing, totaling approximately 2,000 words per set. Three evalu-
ators from the technical evaluation rated the feedback’s perceived
usefulness using a 7-point Likert scale (𝐼 𝐶𝐶 = 0.77). A Mann-
Whitney U test revealed no statistically significant difference be-
tween the feedback sets (5.2 vs. 5.3; 𝑊 = 53, 𝑝 = .848).

5.4 Study Procedure
The study began with researchers obtaining informed consent and
collecting demographic information. Participants then engaged in
two separate task sessions, each beginning with a 3–5 minute tu-
torial followed by a 20-minute feedback-based revision task using
either Synthia or the Baseline system. The task materials and sys-
tem conditions were counterbalanced.

The tutorial introduced the key features of the assigned tool.
Since all participants had prior experience with AI writing tools,
we refrained from mentioning specific prompts to avoid influenc-
ing their natural approach. After the tutorial, we asked participants
to imagine a scenario where their essay received ten pieces of feed-
back from their peers and online writing community members.
They were then required to revise their essay4 based on these ten
feedback responses using the assigned tool. Participants were en-
couraged to explore different versions during revision based on the
provided feedback. At the end of each task session, they selected
one version as their final submission.

After each task session, participants completed a post-task sur-
vey. They were also given the option of a 5-minute break between
sessions. Finally, we conducted a 20-minute semi-structured inter-
view to explore their experience, their workflows, their perceived
ownership of the revision, and their perspectives on AI assistance.
The interview protocol is available in supplementarymaterials. Each
study session lasted approximately 90minutes. Participants received
a $20 gift card as compensation for their time.

4The two essays were distributed to each participant one day in advance to allow them
to familiarize themselves with the content before the study.

5.5 Measures
During the task sessions, we collected usage logs (i.e., participant
actions with descriptions and timestamps) to obtain quantitative
metrics on how users managed feedback and revised their essays.
For the final versions, we recruited two experienced English teach-
ers with extensive backgrounds in practicing, teaching, and assess-
ing writing for an expert evaluation. They rated the degree of im-
provement in the revisions compared to the originals in a 7-point
Likert scale, without awareness of the conditions under which the
artifacts were produced. Following Choi et al.’s design [8], raters
handled significant disagreements (>2 score difference) through
discussion and re-evaluation (𝐼 𝐶𝐶 = 0.73).

In the post surveys, we included ten questions based on our
design goals (§3.1-3.3) to assess participants’ perceived support
from the systems. We also included one question to assess their
perceived ownership in the AI-assisted writing experience. In ad-
dition, the survey included the NASA Task Load Index (NASA-
TLX) [27] to assess the perceived effort required to use each system,
along with five questions from the work of Wu et al. [74] to evalu-
ate participants’ self-perceived experience of using the AI system.
All survey items used a 7-point Likert scale.

5.6 Analysis
To compare survey responses and ratings between conditions, we
conducted statistical analysis using theWilcoxon signed-rank test,
given the ordinal nature of Likert-scale responses. For quantitative
metrics of user behaviors and outcomes, we used the paired t-test.
For qualitative analysis of interview transcripts, we followed estab-
lished open-coding protocols [5, 60]. Two authors independently
coded the transcripts, then discussed, reached a consensus, and cre-
ated a consolidated codebook.This codebookwas then used for the-
matic analysis to identify emerging topics from the interviews.The
entire research team collectively reviewed the coding outcomes to
refine high-level themes.

6 Findings
We began by analyzing the perceived effort required to use each
system, measured by NASA-TLX scores (𝑀𝑆 = 3.26 𝑆𝐷𝑆 = 1.29
vs. 𝑀𝐵 = 4.22 𝑆𝐷𝐵 = 1.33; 𝑊 = 18.500 𝑝 = 0.058). The results
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(A) Time Spent on 
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(Depth of WordNet)

(F) Sentiment of Feedback 
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Figure 7: Bar plots illustrating the statistical metrics of participant performance of feedback interpretation in two conditions,
where the t-values and p-values (*: p<.05, **: p<.01, ***: p<.001) from the Student’s paired t-test are reported. Error bars represent
95% confidence intervals (CIs). Justified feedback (C) is defined as comments that users used to create revisions and that were
rated justified using the method described in [43]. Similarly, actionable suggestions (D), specificity (E), and sentiment (F) were
also identified and calculated following the same computational method proposed in [43].
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Figure 8: (A) Bar plots showing the number of versions created by participants across two conditions. (B) Line chart depicting
how the number of addressed feedback evolves across versions in two conditions. (C) Line chart illustrating the average num-
ber of word changes per version in two conditions.

Table 1: The statistical metrics of participants’ behavioral performance and outcomes of feedback-driven writing revision,
where the t-values from the Student’s paired t-test, W-values from theWilcoxon signed-rank paired test (only for ownership),
and p-values (*: p<.05, **: p<.01, ***: p<.001) are reported.

Metrics Synthia Baseline Statistics
M SD M SD 𝑡(11) / 𝑊 p

Feedback Interpretation

Time Spent on Feedback Selection (s) 177.29 89.47 253.59 138.61 -1.698 0.059
# of Addressed Unique Feedback in All Versions 45.08 29.20 38.25 42.56 0.370 0.359
% of Justified Feedback 60.16 13.68 47.71 11.68 2.418 0.017*
# of Actionable Suggestions per Feedback 0.56 0.26 0.30 0.17 2.476 0.015*
Specificity of Feedback (Depth of WordNet) 9.34 0.28 9.08 0.30 1.808 0.049*
Sentiment of Feedback (-1: Negative, 1: Positive) 0.01 0.08 0.11 0.07 -3.398 0.003**

Revision Exploration

# of Explored Versions 3.58 1.08 2.58 0.67 2.345 0.019*
# of Word Changes in Final Versions 327.67 100.25 338.75 202.36 -0.188 0.573
# of Addressed Feedback in Final Versions 23.00 24.37 9.67 11.99 1.952 0.039*
Expert Ratings of Final Versions (Content) 5.49 1.01 5.29 1.29 0.411 0.689
Expert Ratings of Final Versions (Language) 5.79 0.87 5.17 1.50 1.321 0.213
Perceived Ownership of Final Versions 5.33 1.72 4.42 1.93 10.000 0.049*

showed participants felt significantly less rushed when working
with Synthia (𝑀𝑆 = 2.92 𝑆𝐷𝑆 = 1.73 vs. 𝑀𝐵 = 4.42 𝑆𝐷𝐵 =
1.38; 𝑊 = 14.500 𝑝 = 0.029∗) and experienced less frustration
(𝑀𝑆 = 3.33 𝑆𝐷𝑆 = 1.61 vs. 𝑀𝐵 = 4.75 𝑆𝐷𝐵 = 1.77; 𝑊 = 13.000
𝑝 = 0.040∗).

In the following sections, we will investigate our research ques-
tions in depth and present the corresponding findings.
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6.1 RQ1: Interpreting & Prioritizing Feedback
As shown in Fig. 6, participants found Synthia significantly more
helpful than Baseline in assisting feedback interpretation (Q1:𝑀𝑆 =
5.25 𝑆𝐷𝑆 = 1.55 vs. 𝑀𝐵 = 3.42 𝑆𝐷𝐵 = 1.62; 𝑊 = 57.000 𝑝 =
0.018∗). Specifically, they reported that the system made it easier
to understand lengthy feedback (Q2: 𝑀𝑆 = 5.92 𝑆𝐷𝑆 = 1.44 vs.
𝑀𝐵 = 3.83 𝑆𝐷𝐵 = 1.44; 𝑊 = 59.000 𝑝 = 0.011∗), categorize
and organize feedback (Q3: 𝑀𝑆 = 6.17 𝑆𝐷𝑆 = 1.19 vs. 𝑀𝐵 = 3.08
𝑆𝐷𝐵 = 1.62; 𝑊 = 75.000 𝑝 = 0.003∗∗), and prioritize valuable
feedback to consider (Q4: 𝑀𝑆 = 5.00 𝑆𝐷𝑆 = 1.71 vs. 𝑀𝐵 = 2.92
𝑆𝐷𝐵 = 2.02; 𝑊 = 58.000 𝑝 = 0.014∗). Moreover, Synthia im-
proved participants’ ability to understand the intentions behind
feedback (Q5: 𝑀𝑆 = 5.25 𝑆𝐷𝑆 = 1.66 vs. 𝑀𝐵 = 3.17 𝑆𝐷𝐵 = 1.53;
𝑊 = 60.000 𝑝 = 0.009∗∗) and identify similar perspectives across
different responses (Q6: 𝑀𝑆 = 4.58 𝑆𝐷𝑆 = 1.08 vs. 𝑀𝐵 = 2.42
𝑆𝐷𝐵 = 1.08; 𝑊 = 45.000 𝑝 = 0.004∗∗).

Beyond subjective ratings, behavioral data further illustrates the
advantages of Synthia (Fig. 7). Participants spent comparable time
selecting feedback when using Synthia (𝑀𝑆 = 177.29𝑠 𝑆𝐷𝑆 =
89.47𝑠 vs. 𝑀𝐵 = 253.59𝑠 𝑆𝐷𝐵 = 138.61𝑠; 𝑡(11) = −1.698 𝑝 =
0.059), yet identified significantly higher-quality comments. Specif-
ically, they recognizedmore justified feedback (𝑀𝑆 = 60.16% 𝑆𝐷𝑆 =
13.68 vs. 𝑀𝐵 = 47.71% 𝑆𝐷𝐵 = 11.68; 𝑡(11) = 2.418 𝑝 = 0.017∗;
Fig. 7C), more actionable feedback (𝑀𝑆 = 0.56 𝑆𝐷𝑆 = 0.26 vs.
𝑀𝐵 = 0.30 𝑆𝐷𝐵 = 0.17; 𝑡(11) = 2.476 𝑝 = 0.015∗; Fig. 7D), and
more detailed feedback (𝑀𝑆 = 9.34 𝑆𝐷𝑆 = 0.28 vs. 𝑀𝐵 = 9.08
𝑆𝐷𝐵 = 0.30; 𝑡(11) = 1.808 𝑝 = 0.049∗; Fig. 7E). Interestingly, par-
ticipants using Synthia were encouraged to address significantly
less positive feedback (𝑀𝑆 = 0.01 𝑆𝐷𝑆 = 0.08 vs. 𝑀𝐵 = 0.11
𝑆𝐷𝐵 = 0.07; 𝑡(11) = −3.398 𝑝 = 0.003∗∗; Fig. 7F). In contrast,
when using Baseline, they tended to focus more on positive feed-
back, a trend aligned with prior research [55], suggesting that Syn-
thia helps shift attention toward constructive criticism that may
otherwise be overlooked.

We also find qualitative evidence of Synthia’s support for feed-
back interpretation. For example, clustering and coloring by type
helped participants categorize feedback and identify the most crit-
ical weaknesses in their writing (P4, P10, P12) without needing to
“read through every sentence to figure out what a feedback means.”
After coloring the bubbles by type, both P10 and P12 noticed that
most of the bubbles were brown, which helped them identify a lack
of evidence as a major issue and focus on addressing it. In addition,
when describing their selection strategies, participants often prior-
itized less positive feedback in Synthia (P3, P8, P10), “I think those
flashy red bubbles are more urgent… I want to solve them first.” (P8)
This is in line with our observations of behavioral data. In contrast,
participants using Baseline found it “hard to decide whether a feed-
back is good or not” (P10), leading them to act less strategically and
ultimately select all feedback (P12).

6.2 RQ2: Exploring & Iterating on Revisions
As shown in Fig. 6, users found Synthia significantly more help-
ful than Baseline in identifying sections that needed revision (Q7:
𝑀𝑆 = 5.50 𝑆𝐷𝑆 = 1.51 vs.𝑀𝐵 = 3.33 𝑆𝐷𝐵 = 2.06;𝑊 = 60.000 𝑝 =
0.009∗∗), rapidly testing different revision ideas (Q9: 𝑀𝑆 = 5.58
𝑆𝐷𝑆 = 1.51 vs. 𝑀𝐵 = 4.08 𝑆𝐷𝐵 = 1.73; 𝑊 = 53.000 𝑝 = 0.040∗),

and tracking and comparing their versions (Q10:𝑀𝑆 = 5.92 𝑆𝐷𝑆 =
1.31 vs. 𝑀𝐵 = 4.5 𝑆𝐷𝐵 = 2.15; 𝑊 = 37.000 𝑝 = 0.048∗).
6.2.1 Revision Behaviors. Participants using Synthia explored sig-
nificantly more versions compared to Baseline (Fig. 8A;𝑀𝑆 = 3.58
𝑆𝐷𝑆 = 1.08 vs. 𝑀𝐵 = 2.58 𝑆𝐷𝐵 = 0.67; 𝑡(11) = 2.345 𝑝 =
0.019∗). When examining the progression of versions more closely,
we found that Synthia encouraged users to address more feed-
back over time (Fig. 8B), while maintaining a steady rate of word
changes across versions (Fig. 8C). For each version with Synthia,
participants iterated on the generated AI drafts, either through re-
generation or manual edits, an average of 2.68 times (𝑆𝐷 = 2.18).

In interviews, we asked participants to walk us through their
revision process. They exhibited an evolving and experimental ap-
proach (P4, P9, P10, P12). For example, P12 initially focused on
surface-level issues such as grammar but later refined their argu-
ments by incorporating feedback related to reasoning and evidence.
After examining the AI-generated drafts, P12 realized that some
feedback on evidence introduced changes misaligned with their re-
vision goals. As a result, in their final version, P12 adopted a more
balanced approach: they decided to focus on fewer but more spe-
cific reasoning-type feedback, guided by the specificity metrics.

In contrast, participants using Baseline often experimentedwith
full automation but ultimately retreated to more manual, selective
revision strategies. While six participants (e.g., P2, P4, P7, P9, P10,
P12) attempted to generate complete drafts using the AI assistant,
only one (P2) ultimately submitted the automated version. Partic-
ipants who abandoned this approach cited concerns during inter-
views about quality control, lack of transparency, and a sense of
cognitive disconnect. Participants struggled to “compare whether
the (automated) revision is better or not” (P10). P9 noted, “There’s
no transparency in generation … [after] a few seconds [it gives] the
new paragraph. You just replace that with your original essay, which
I don’t really like.” P12, who requested automated breakdowns of
feedback and categorized changes, admitted, “I kind of gave up the
selection process,” and expressed concern over losing ownership of
their writing. Similarly, P4 found it difficult to prioritize or make
sense of feedback, instead generating automated versions by arbi-
trarily selecting feedback from different reviewers. These findings
further support the value of our system in scaffolding a deeper,
more interpretable revision process while preserving user agency.

6.2.2 Revision Outcomes. We further analyzed the final versions
submitted by participants.We observed no significant difference in
the number of word changes made (𝑀𝑆 = 327.67 𝑆𝐷𝑆 = 100.25 vs.
𝑀𝐵 = 338.75 𝑆𝐷𝐵 = 202.36; 𝑡(11) = −0.19 𝑝 = 0.573). However,
participants using Synthia addressed significantly more feedback
items in their final drafts (𝑀𝑆 = 23.00 𝑆𝐷𝑆 = 24.37 vs. 𝑀𝐵 = 9.67
𝑆𝐷𝐵 = 11.99; 𝑡(11) = 1.952 𝑝 = 0.038∗). The expert ratings of final
revisions produced with Synthia and the Baseline are comparable
in both content (𝑀𝑆 = 5.49 𝑆𝐷𝑆 = 1.01 vs. 𝑀𝐵 = 5.29 𝑆𝐷𝐵 =
1.288; 𝑡(11) = 0.411 𝑝 = 0.689) and language (𝑀𝑆 = 5.79 𝑆𝐷𝑆 =
0.87 vs. 𝑀𝐵 = 5.17 𝑆𝐷𝐵 = 1.50; 𝑡(11) = 1.321 𝑝 = 0.213). This
result is likely due to both systems relying on the same underlying
language models to generate drafts, which also led participants to
perceive similar levels of direct support for text revision (Fig. 6 Q8:
𝑀𝑆 = 5.17 𝑆𝐷𝑆 = 1.75 vs.𝑀𝐵 = 5.17 𝑆𝐷𝐵 = 1.47;𝑊 = 20.500 𝑝 =
0.784). Notably, participants reported a significantly stronger sense
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of ownership over their revisions when using Synthia compared
to Baseline (𝑀𝑆 = 5.33 𝑆𝐷𝑆 = 1.72 vs.𝑀𝐵 = 4.42 𝑆𝐷𝐵 = 1.93;𝑊 =
10.000 𝑝 = 0.049∗). The significantly higher number of addressed
comments and increased sense of ownership suggest that Synthia
facilitated greater engagement and agency in the revision process.

6.3 RQ3: User Perceptions of System Support
When assessing their overall experiences collaborating with AI,
participants rated that Synthia significantly helped them think
through the kind of outputs they wanted to complete (𝑀𝑆 = 6.00
𝑆𝐷𝑆 = 1.21 vs. 𝑀𝐵 = 4.33 𝑆𝐷𝐵 = 1.83; 𝑊 = 47.000 𝑝 = 0.026∗).
Furthermore, they rated Synthia as significantly more transpar-
ent about how it arrived at its final results (𝑀𝑆 = 5.50 𝑆𝐷𝑆 = 1.24
vs. 𝑀𝐵 = 4.08 𝑆𝐷𝐵 = 1.68; 𝑊 = 55.000 𝑝 = 0.027∗), which al-
lowed them to better track its progress.

Participants highlight how Synthia engaged them in a transpar-
ent AI-assisted writing experience, emphasizing the importance of
being able to verify and track information. When selecting feed-
back, Synthia created a “text-to-text layer” that mapped feedback
with target sentences, allowing participants to predict the impact
from selected feedback after AI revision (P8, P9, P12). Meanwhile,
the connection between feedback and its original context also al-
lowed participants to “verify whether it matched with the predic-
tions.” (P8) Participants also liked how Synthia enabled them to
track feedback and their selection strategies over time, as Synthia
saved their customized visualization for each version (P9, P10). For
example, P10 compared Synthia with Baseline, “Synthia is more
transparent because I know which feedback I choose. I can easily find
my history of selected feedback, but in [Baseline], …it was hard for
me to relocate feedback.”

6.4 RQ4: User Challenges and Feedback
Although the bubble visualization effectively aided feedback prior-
itization, participants expressed concerns that it “became a domi-
nant way to navigate feedback.” (P8) The visualization may direct
user attention to certain feedback bubbles, such as thosewith salient
colors and sizes, like P9 described, “Sometimes, I just click on the
most outstanding or eye-catching bubbles.”Moreover, despite a higher
sense of transparency in Synthia, participants still felt it was a bit
of a “black box” (P9) and wished to better understand the rationale
behind the mapping between feedback, text, and generated edits.
For instance, P12 suggested, “When applying changes, I would ap-
preciate it if Synthia can give me reasons why [AI] did it, so I can
better assess whether human intervention is needed…” Lastly, par-
ticipants found it difficult to understand feedback without know-
ing the “background” (P3) of the feedback providers. Future exper-
iments could offer more fine-grained visualization controls to con-
vey skills and experience of feedback providers.

7 Discussion
7.1 Balancing Granular Control and Global

Structure in Interactive Revision Tools
Synthia focuses on sentence-level revision, supporting bottom-up
exploration of feedback.This design aligns with prior research that
emphasizes the value of fine-grained revision [1, 32, 57, 70, 84],

where writers can try out sentence edits, evaluate suggestions in
context, and iteratively build toward improved drafts.

However, this bottom-up focus also presents certain limitations.
Some feedbackmay call for broader rhetorical or structural changes,
which often require top-down planning across paragraphs or even
topics. While such global revisions can technically be achieved by
modifying multiple sentences, a more flexible revision span may
offer a smoother and more engaging authoring experience.This re-
flects a broader tension between granular flexibility and structural
coherence. Similar design considerations arise in exploratory data
analytic tools [61] and malleable interfaces [52], where users ben-
efit from switching between detail-focused and overview-oriented
perspectives tomaintain both precision and contextual understand-
ing. Thus, we see design opportunities for future systems to bridge
this gap. For instance, integrating outline-level overviews (such
as the visual programming-style interface in VISAR [85]) and en-
abling users to fluidly shift between local and global perspectives
(e.g., tracking how revisions affect narrative arcs [9]) could help
writers reason about how sentence-level edits align with broader
revision intentions.

7.2 Preserving Cognitive Reflection in
AI-Augmented Revision

Recently, the HCI community continues to debate the rapid trans-
formation of creative work driven by LLMs [12], which can gen-
erate text at unprecedented speeds [69]. This ease of generation
brings a potential trade-off: while automation boosts efficiency, it
may reduce opportunities for learners to independently develop
revision skills. Writing expertise is often cultivated through slow,
reflective, and effortful practice [13], which is a process that gen-
erative tools might inadvertently short-circuit.

Although our study did not directly measure reflection, partici-
pants reported that Synthia helped them better think through the
kinds of revisions they wanted to make (§6.3), and their comments
indicated strategic deliberation when revising with Synthia (§6.2).
By structuring and visualizing feedback, Synthia may reduce the
cognitive burden of sensemaking, potentially freeing up mental re-
sources for deeper reflection on writing goals and tradeoffs.

We emphasize, however, that reflection is a potential outcome,
not a guaranteed effect, of AI-assisted revision. Our tool augments
feedback sensemaking, but deeper reflection may require comple-
mentary tools or scaffolds. For instance, once Synthia helps users
identify high-value feedback worth further investment, tools like
FRiction [82] can support deeper, structured reflection on individ-
ual comments. FutureHCI research should explore this automation–
reflection tradeoff more systematically, examining how different
forms of AI support either scaffold or suppress critical thinking
during the revision process.

7.3 Visual Scaffolding for Exploratory
Feedback-driven Revision

Synthia treats feedback not as static content to be consumed but
as material for exploration. Its visual scaffolding supported par-
ticipants in identifying relevant critiques, interpreting intent, and
experimenting with revision strategies. Below, we reflect on how
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our design supports scalable sensemaking and opens new direc-
tions for feedback-centered tools.

FromRigid toCustomizable FeedbackVisual Encodings: Prior
tools have used visual indicators to highlight feedback properties
such as topics, sources, or sentiment [16, 79]. However, these sig-
nals are often fixed or predefined. In contrast, Synthia introduces
customizable visual encodings (i.e., bubbles) that allow writers to
dynamically reconfigure how feedback is grouped, highlighted, and
prioritized based on evolving revision goals. Much like exploratory
data analysis, this enables sensemaking at scale: participants ac-
tively shaped how they viewed the feedback to assess helpfulness,
surface similarities, and compare competing suggestions.

Supporting Feedback Uniqueness and Complementarity: Al-
though our system was designed for feedback recipients, we en-
vision that visualizing feedback metrics can also scaffold feedback
providers [58]. For example, by dynamically visualizing in-progress
feedback, similar to live word count or spelling indicators, the vi-
sualization in Synthia could provide formative signals that nudge
providers toward more actionable and constructive comments. In
addition, the visual layout (e.g., clustering and arcs) could help re-
viewers notice overlapping critiques or detect under-addressed ar-
eas. If a cluster is already dense, for instance, contributors might
be encouraged to offer novel or complementary insights, thereby
improving the diversity and coverage of feedback across a group.

TowardTraceable, Negotiable FeedbackLoops: Synthia’s bidi-
rectional linking across feedback, source text, and revisions sur-
faces relationships that are often hidden in linear revision tools.
This traceability enables users to track how specific critiques are
addressed (or not) during the revision process. It also opens op-
portunities for meta-feedback: writers could comment on individ-
ual feedback bubbles, flag helpful suggestions, or respond with
clarifications, enabling lightweight, asynchronous dialogue. While
past systems have aggregated critiques by region or theme [51,
76], Synthia adds a temporal and revisional dimension: showing
not just what was critiqued, but how that critique influenced writ-
ing changes over time. Such functionality could foster mutual un-
derstanding, reduce redundancy, and promote deeper engagement
within feedback-centric platforms.

7.4 Limitations
Our system has a few limitations. First, since we designed it around
argumentative writing, its feedback categorization may not gener-
alize to other genres like fiction, where critiques usually focus on
characters, settings, and story lines. However, our workflows, vi-
sualizations, and scaffolds are applicable across different writing
domains. Second, while our current design supports feedback clus-
tering by provider ID, it does not yet distinguish between source
types or sociocultural backgrounds, which can influence how feed-
back is interpreted and acted upon. Future iterations should incor-
porate richer metadata and visualization features to better surface
such contextual cues during revision.

Our study methodology also has limitations. We followed pre-
vious work [79] to provide participants with existing essays and
feedback to control revision difficulty. However, they might re-
spond differently if they were revising their own work based on

feedback they had received personally. In the future, we will inves-
tigate how personal investment influences system usage by having
participants revise their own essays. Additionally, our user study
only involves 12 participants. A larger and more diverse partici-
pant pool would provide a stronger foundation for evaluating the
system’s usability and generalizability. Finally, while we observed
short-term benefits, a longitudinal study is needed to assess long-
term writing skill development.

8 Conclusion
In conclusion, this paper presents Synthia, a system that visually
scaffolds feedback-based writing revision with LLM-powered syn-
thesis. Our study demonstrates that Synthia effectively enhances
feedback-based revision bymaking critiquemore interpretable and
actionable while fostering an intentional and transparent experi-
ence. By visually organizing feedback into interactive clusters and
enabling bidirectional linking, Synthia empowers writers to cu-
rate, explore, and integrate feedback more strategically. The abil-
ity to generate alternative drafts further supports experimentation
and iterative refinement. Overall, we believe Synthia offers promis-
ing implications for future revision tools that scaffold not just rewrit-
ing, but the interpretation, navigation, and application of feedback
in all its complexity.
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